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Answer the following guestions: (80 marks) (Gaua A il 5 jall) 4l Alis) e ol

Question 1. s (A3 35) Jo¥ Jligead)

m-n

1- A relation R on Z is defined by MR nif and only if € Z . Show that R is

an equivalence relation and describe the equivalence class of [-5].
2- Show that [(P <> Q)] logically implies [(p <> 4)]

3- Let R={(a,a),(a,b),(a,c),(b,b),(b,c)}be a relation on the set {a,b,c,d}. What is the
minimum number of elements which need to be added to R in order that it becomes:
(i)  reflexive; (ii) symmetric; (iii) anti-symmetric; (iv) transitive ?

4- LetA, B, C are sets, prove that: B
. Au(B-C)=(AuB)-—(ANC).
. Ax(BNC)=(AxB)mn(AxC).

Question 2. (42,2 25) (AN O igaad)
1. Letf, gand h be functions f :R — R defined respectively by :
f(X)=(5x-3), g(X)=x°>, h(X)=+/x*+2
i.  Find expressions ((goh)o f)(X);

Ii.  Show that (f o g)(x) is bijective and find its inverse
iii.  Prove that Im(ho f)(X)<Imh

2. Design a logic network for the following so that the output is described by the

following Boolean expression: (X, X, @ X, @ X,).

3. Prove that by definition, A— (BN C)=(A—-B) U (A-C).
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Question 3. (422 25) Gl J)gped)

1. Define a switching function for the following system of switches:
S
A, A

A, I

A

A, A,
2. Describe the degree sequence of :
I. anull graph with n vertices;

i The complete graph K, .

ii.  Anr-regular graph with n vertices
V- The complete bipartite graph K., Where n < m

and which values of n, r, m, the graphs K, Kn‘m and r- regular graph are Eulerian?

3. Define a Boolean algebra (B,®,*, ,0,1) and for all b;,b, € B, prove that:
(b, *b,) =b, ®b,.

...............................................................................................................................................

Zlaills 3 sl lias Culal xa
Good Luck ! Jladlae aal) aaas 2
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m-n

1- A relation R on Z is defined by MR nif and only if

an equivalence relation and describe the equivalence class of [-5].

€Z  Show that R is

X

C.

In this case MR Nifand only if m —n =6k for some integer k;
Firstly, R is reflexive sincea-a=6. 0,
Secondly, if MR Ni.e.m - n=6k then n —m =-6k so implies NR M therefore R is
symmetric.
Thirdly, suppose MR Nand N R S; then there exist integers k such thatm - n=6k and
n-s =6k;. Combining these two equations gives m -s =6(k-k;) thereforemR S
where (k-k1)is an integer. R is transitive.
Therefore [p] ={q €z : g =6k + p, for some k €z}.
[-5]={q €z: g =5k + -1, for some k €z}.

2- Show that [(P <> Q)] logically implies [(p <> )]

)

d

D d|q|Ped] (peq) |peq|(pegepoq
110 1 0 0 1
0110 0 1 1 1
10 1] O 1 1 1
0101 1 0 0 1
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3- Let R={(a,a),(a,b),(a,c),(b,b),(b,c)}be a relation on the set {a,b,c,d}. What is the

minimum number of elements which need to be added to R in order that it becomes:
) reflexive; (ii) symmetric; (iii) anti-symmetric; (iv) transitive ?

! )

o

) R={(c,0),(d.d)}
i) R={(b,a).(c,a),(c,b)}

4- LetA, B, C are sets, prove that:
. AU(B-C)=(AuB)—(ANC).
. Ax(BNC)=(AxB)n(AxC).

)

C.

AUB-C)=AuU(BNC)=(AUB)N(AUC)=(AUB)—(AUC)
=(AUB)-(AUC)=(AUB)-(ANC)

. AX(XNY)=(Ax X)) (AxY)
Let (a, x) € Ax (X N Y). By the definition of the Cartesian product, this means
thatae Aand x € (XNnY ). Thus x € X, so (a, X) belongsto Ax X;and x e Y,

S0 (&, x) belongs to AxY as well. Therefore (a, x) € (Ax X)N(AxY ), which
provesthat Ax (XnY)<S (A xX)n(AxY).

To prove the subset relation the other way round as well, let (a, x) e (A x X)n (A x Y).
Then (a,x) e (Ax X),soaeAandx € X;and (a,x) € (AxY),so

ac€eAandxeY . Thereforea e Aandx € (XN Y ) which means that

the ordered pair (a, X) belongs to the Cartesian product A x (X N'Y ). Hence
AXX)NAXY)SAX(XNY).

The conclusion that the sets A x (X N'Y ) and (A x X) N (A x Y ) are equal now

follows, since each is a subset of the other..
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1. Letf, g and h be functions f :R — R defined respectively by :
f(X)=(5x-3), g(X)=x°>, h(X)=+/x*+2
i.  Find expressions ((@ o h)o f)(X):

ii.  Show that (f o g)(x) is bijective and find its inverse

2. Design a logic network for the following so that the output is described by the

following Boolean expression: (X, X, @ X, @ X_Z).

3. Prove that by definition, A—(BMNC)=(A—B) U (A-C).

X

C.

((goh)o f)(x)=g(h(f(x)))=g(h((5x-3))) i.
= (/(5x—3)* +2)°

Let Z(x) = (T2 Q) = (g(x))=5x" -3 i

To show that Z is an injection we prove that, for all real numbers x and y, z (x) = z (y) implies x
=y. Nowf(x)=f(y)ie. 5x*-3=5y°-3 = x=ysofisinjective.
To show that Z is a surjection, let y be any element of the codomain Z . We need

to find x € R such that Z (x) = y. Letx:e»/y;rg.ThenxeRand f(x)=[5 (s y;3)3_3]:y

so Z is surjective. To find Z -* we simply use its definition: if y = Z (x) then x = Z -}(y).

Nowy=2Z(X) 2y = (5x-3)°> x:3/y5 Therefore x = = (y) = %/y;r

Ii. Prove that Im(ho f)(x) Imh

Letc € im(g ° f). Then there exists a € A such that (g - f)(a) = g(f (a)) =c.
Now let b =f (a) € B; then g(b) = c, so ¢ € im(g). Therefore im(g - f) < im(qg).
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2. Design a logic network for the following so that the output is described by the

following Boolean expression: (X, X, @ X, €@ X,).

. & |
2 X

(X, X, ® X, DX,).

3. Prove that by definition, A—(BMNC)=(A—-B)U(A-C).

JS A

Firstwe showA-(BNC)S (A-B)U (A—C). Letx e A-(BNC). Thenx € Aand x/ € BNC.
Hence x € A and either x/ € B or x/ € C (or both). Therefore either x e Aandx/ € Borx € A
and x / € C (or both). It follows that x € A— B or x € A— C (or both).

Hence x € (A —B) U (A — C). We have shown that if x e A— (B N C) then x € (A—B)U(A-C).
Therefore A—(BNC) € (A-B)U(A-C).

Secondly we must show that  A—B)U(A—C)c A—- (BN C).

Letxe(A—B)U(A—C). Thenxe A—Borxe A—C (orboth)ysoxe Aandx/eBorxeA
and x / € C (or both). Hence x € A and either x/ € B or x/ € C (or both) which implies x € A
and x / € B NC. Therefore x € A— (B N C). We have shown that if x € (A —B) U (A — C) then
X€A—(BNC). Therefore (A—B) U (A—C) < A— (B N C). Finally, since we have shown
that each set is a subset of the other, we may conclude A—B)U(A—-C)=A—- (BN C).

1. Define a switching function for the following system of switches:
S
A, A

A Ay —

A, A,
f (X1, Xo, X3) = X[ X, (X @ X3) D X;3%,]

2. Describe the degree sequence of :
1. anull graph with n vertices;

o The complete graph K, .
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3. An r-regular graph with n vertices
4 The complete bipartite graph K, . Where n < m

and which values of n, r, m, the graphs Kn : Kn,m and r- regular graph are Eulerian?

X!

d

1. anull graph with n vertices; (0,0,0....)

2. The complete graph K, : (n-L,n-14,n-1..)

3. An r-regular graph with n vertices (I‘, rr,.. )

4. The complete bipartite graph *<n.m where N < m,
(n,n,n,..n,m,m,m,..m)

values of n, r, m, the graphs Kn : Kn,m and r- regular graph are Eulerian

@8 dae LS | Kn

ag ol nym cals 1w K

da g or <l r-regular graph

3. Define a Boolean algebra (B,®,*, ,0,1)and for all b,,b, € B, prove that:
(b, *b,) =b, ®h,.

)

C.

Boolean algebra consists of a set B together with three operations
defined on that set. These are:
(a) a binary operation denoted by @ referred to as the sum ;
(b) a binary operation denoted by = referred to as the product ;
(c) an operation which acts on a single element of B, denoted by -,
where, for any element b € B, the element b" € B is called the
complement of b™ (An operation which acts on a single member
of a set S and which results in a member of S is called a unary operation.)
The following axioms apply to the set B together with the operations @, * and - .
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B1. Distinct identity elements belonging to B exist for each of the binary operations @ and *
and we denote these by 0 and 1
respectively. Thus we have

b@0=0@b=Db

bxl=1+xb=Db forallbeB.
forall a, b, c € B.

(@axb)xc=a=x(bxc)
@@b)Pc=add(beec)
B2. The operations @ and * are associative, that is
B3. The operations @ and * are commutative, that is
ad@b=bPa

axb=Db=xa foralla, b €B.
B4. The operation @ is distributive over * and the operation * is
distributive over @, that is
a®(bxc)=(adb)*(@dc)
ax(b@c)=(axb)@P (axc)foralla,b,ceB.
B5.ForallbeB,b@ b=1andb*.b=0.

(b1 @ b2) @ (b, *b,) = [(bs B b2) D b1 [(b: D b)) D b,] (axiom B4)

=[b, @ (b1 @ by)] * [(01 © by) D b, ] (axiom B3)
= [(bl @ bl) @ bZ] * [bl 69 (b2 @ bz )] (aXiom BZ)
= (1D by) x (b1 D 1) (axiom B5)
=1=x1 (theorem 9.4)
=1 (axiom B1).

We have proved that (b, @ b,) @ b, * b, ) =1 so that b, * b,
is the complement of by @ by, i.e. (b; D by) = b * b, .
That (b; = b,) = b, @ b, follows from the duality principle.



